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The mammalian locus coeruleus (LC) is a brainstem structure that displays extensive

interconnections with numerous brain regions, and in particular plays a prominent role in
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the regulation of sleep and arousal. Postnatal LC development is known to drastically alter

sleep–wake switching behavior through early infancy, and, in rats, exerts its most

significant influence from about postnatal day 8 to postnatal day 21 (P8–P21). Physiologi-

cally, several dramatic changes are seen in LC functionality through this time period. Prior

to P8, LC neurons are extensively coupled via electrical gap junctions and chemical

synapses, and the entire LC network exhibits synchronized �0.3 Hz subthreshold oscilla-

tions and spiking. From P8 to P21, the network oscillation frequency rises up to �3 Hz (at

P21) while the amplitude of the network oscillation decreases. Beyond P21, synchronized

network oscillations vanish and gap junction coupling is sparse or nonexistent. In this

work, we develop a large-scale, biophysically realistic model of the rat LC and we use this

model to examine the changing physiology of the LC through the pivotal P8–P21

developmental period. We find that progressive gap junction pruning is sufficient to

account for all of the physiological changes observed from P8 to P21.

& 2015 Elsevier B.V. All rights reserved.
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1. Introduction

The locus coeruleus (LC), a small but important neuronal
population within the brainstem, is known to diffusely inner-
vate many key brainstem structures involved in sleep–wake
regulation and plays a pivotal role in mammalian sleep and
arousal behavior (Andrew Gall et al., 2009), particularly through
early postnatal development. Prior experiments in rats have
provided several tantalizing clues as to the impact of the LC on
the development of sleep–wake cycling from infancy into
adulthood. In the early postnatal period (up to postnatal day
8, or P8), rats randomly switch between the sleeping and waking

states, spending an exponentially distributed amount of time in
a given state prior to a switch. While the mean time spent in

each state increases from P2 to P8, the length of sleep or wake
bouts remains exponentially distributed (Halász et al., 2004; Lo

et al., 2004, 2002; Blumberg et al., 2005; Andrew Gall et al., 2009;
Karlsson et al., 2005, 2004; Kleitman and Engelmann, 1953).

Behavioral sleep and wake bouts are correlated with the
activity of ‘sleep-active' and ‘wake-active' populations
within the brain that are likely to reciprocally inhibit each
other. During a sleep bout, ‘sleep-active’ neurons fire and
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‘wake-active' neurons are quiet, while during a wake bout,
‘wake-active' neurons fire and ‘sleep-active' neurons are
silent. Numerous ‘sleep-active' and ‘wake-active' populations
have been found. Examples of sleep-active populations
include the ventrolateral preoptic area (VLPO), medullary
inhibitory area (MIA), nucleus pontis oralis (PO), and subcoer-
uleus (subLC). Wake-active populations are divided into two
branches: (1) the thalamic branch (e.g., laterodorsal tegmen-
tum or LDT, pedunculopontine tegmentum or PPT) and (2) the
hypothalamic branch (e.g., dorsal raphe nuclei or DR, tuber-
omamillary nucleus or TMN) (Blumberg et al., 2005; Karlsson
et al., 2005; Schwartz and Roth, 2008). In prior work, we
investigate switching between neonatal sleep-active and
wake-active populations in a simplified two-neuron model
(Patel and Joshi, 2014), and we are currently extending these
results to mutually inhibitory populations of sleep-active and
wake-active cells.

From P8 to P21, mean sleep and wake bout lengths
continue to increase, and sleep bout times remain exponen-
tially distributed; wake bouts, however, undergo a dramatic
qualitative change – wake bout lengths gradually develop a
heavy-tailed, power law-like distribution (Blumberg et al.,
2005). Experimental evidence strongly establishes that the
LC is responsible for this qualitative shift in the nature of
wake bout times (Berridge et al., 2012; Saper et al., 2001;
Takahashi et al., 2010; Aston-Jones and Bloom, 1981; Andrew
Gall et al., 2009).

Interestingly, and in step with the remarkable changes in
sleep–wake behavior observed through early rat infancy, the
rat LC simultaneously exhibits drastic shifts in its physiology
and dynamics. In infant rats, experiments have shown that
LC neurons display synchronized subthreshold membrane
potential oscillations (and synchronized spiking), a tendency
which diminishes and finally disappears as the animal ages.
Prior to P8, synchronized oscillations have relatively large
amplitude (up to 15 mV) and low frequency (�0.3 Hz); the
amplitude of synchronized subthreshold oscillations
decreases while the frequency increases (up to �3 Hz) from
P8 to P21, after which LC-wide synchrony is rarely observed.
Evidence suggests that synchrony across LC neurons in
infants may be due to extensive (but weak) electrical coupling
via dendro-dendritic gap junctions throughout the entire LC
network, while by P21 gap junction connectivity is consider-
ably reduced and insufficient to synchronize LC neurons
under normal physiological conditions (Christie, 1997; Coyle
and Molliver, 1977; Christie et al., 1989; Travagli et al., 1995;
Christie and Jelinek, 1993; Williams and Marshall, 1987;
Ishimatsu and Williams, 1996; Groves and Wilson, 1980).

The intriguing concordance between shifting sleep–wake
behavior and changing LC physiology during the P8–P21
period suggests that the observed changes in LC functioning
may underlie the ability of the LC to modify and influence the
physiological behavior of infant sleep-active and wake-active
populations. In order to understand the interaction of the LC
with brainstem sleep–wake circuitry, a crucial first step is to
understand the physiological mechanisms responsible for the
evolution of LC dynamics through the early postnatal period.

The rat LC contains �1500 noradrenergic neurons, and in
the infant the probability of electrical coupling between a pair
of LC cells is �0.4. Electrical coupling has been shown to be
weak – current injection into cell 1 of a pair of electrically
coupled LC cells sufficient to cause a 100 mV depolarization
produces only a �2 mV change in the membrane potential of
cell 2. Moreover, if current is injected into cell 1, the time
constant of the membrane potential response of cell 1 is �10
to 20 ms, while the time constant of the potential change in
cell 2 (in response to electrical input from cell 1) is �100 to
300 ms. This suggests that electrical coupling occurs in distal
dendrites, and it is important to note that 2 ms action
potentials are too fast to be transmitted via the slow gap
junctions (Christie, 1997; Christie et al., 1989; Travagli et al.,
1995). Synaptic coupling among LC neurons is both
excitatory and inhibitory, with coupling properties changing
through development. Inhibitory synaptic coupling persists
throughout the lifespan of the LC and is mediated via α2
adrenergic receptors (both presynaptic and postsynaptic),
which induce hyperpolarization via opening of Kþ channels,
leading to long �1 to 2 s potential changes (Christie, 1997;
Egan et al., 1983; Groves and Wilson, 1980; Ennis and Aston-
Jones, 1986). Excitatory synaptic coupling among LC neurons
is mediated via α1 adrenergic receptors transiently in early
infancy, while from �P8 to P21 α1 receptors vanish and
excitatory coupling among LC neurons disappears (Williams
and Marshall, 1987). Additionally, evidence indicates that
individual LC neurons exhibit intrinsic Ca2þ currents and
Ca2þ-dependent Kþ currents, which may contribute to the
subthreshold membrane potential oscillations seen in indi-
vidual LC neurons, though evidence suggests that synaptic
inhibition is sufficient for generating oscillations (Coyle and
Molliver, 1977; Ennis and Aston-Jones, 1986). Finally, LC
neurons receive synaptic excitatory inputs which induce
�100 ms potential changes from outside the LC network
(Cherubini and North, 1988).

In this work, we construct a large-scale computational
network model of the rat LC in order to examine the
emergence of LC-wide synchrony and subthreshold oscilla-
tions, as well as the increase in oscillation frequency and
decrease in oscillation amplitude that occurs as the LC ages
from P8 to P21, and finally the disappearance of global
oscillations and synchrony beyond P21. In the neonatal LC
(in which LC neurons are extensively coupled via gap junc-
tions), the network oscillation frequency is �0.3 Hz (Christie,
1997), corresponding to a period of �3 s, which is consistent
with the long time course of synaptic inhibition induced
through α2 adrenergic receptors. Furthermore, data suggest
that intrinsic mechanisms are not essential in generating the
post-activation inhibition observed in LC neurons, and that
synaptic mechanisms are sufficient (Ennis and Aston-Jones,
1986). Hence, we employ a scaled-down, biophysical model of
the neonatal LC consisting of 120 integrate-and-fire neurons
coupled via weak dendritic gap junctions and inhibitory α2
receptors (since spikes are too fast to be transmitted via slow
dendritic gap junctions, explicit modeling of the spiking
mechanism is unnecessary). We show that our model is
capable of reproducing the �0.3 Hz LC-wide synchronized
oscillations observed in the neonatal rat LC, and that pro-
gressive gap junction pruning within our model can account
for the increasing oscillation frequency and declining oscilla-
tion amplitude seen during the P8–P21 period, as well as the
disappearance of network coherence after P21. Furthermore,
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we examine the dependence of the behavior of our LC model
on various network parameters.
Fig. 1 – (A) The LC model network consists of 120 integrate
and fire neurons, each of which receives an independent,
noisy excitatory drive. Neurons are electrically coupled via
slow gap junctions and chemically coupled via slow
inhibitory synapses. Electrical coupling is all-to-all, while
the probability of an inhibitory chemical synapse from one
neuron to another is set to 0.5. (B) Postsynaptic inhibitory
conductance change elicited by a presynaptic spike.
2. Results

Our model of the rat neonatal LC consists of 120 neurons
governed by integrate-and-fire dynamics with all-to-all gap
junction coupling. Since the neonatal rat LC contains 1500
neurons with cells coupled to each other via slow dendro-
dendritic gap junctions with a coupling probability of �0.4
(Christie, 1997), we set a high electrical coupling probability in
our network to compensate for the reduced scale of our
model. We simulate the slow dendro-dendritic gap junctions
of the rat LC within our model by modifying the input voltage
to a neuron from a gap junction – if neuron i within the model
is electrically coupled to neuron j, then the input voltage to
neuron i from neuron j at time t is given by the membrane
potential of neuron j averaged over the past 50 ms. We find
that this computationally efficient scheme for simulating
slow dendro-dendritic gap junctions yields similar results to
explicitly rendering a separate dendritic compartment. Neu-
rons within our model are also chemically coupled through
strong inhibitory synapses, with a random inhibitory cou-
pling probability of 0.5 from any one cell to another. Synaptic
inhibition is slow, and each neuron within the model is
coupled to itself, since the α2 adrenergic receptors mediating
synaptic inhibition within the rat LC are present both pre-
synaptically and postsynaptically (Christie, 1997; Egan et al.,
1983; Groves and Wilson, 1980; Ennis and Aston-Jones, 1986).
Since experiments indicate that intrinsic Ca and Ca-
dependent K currents are not necessary to produce the
post-activation inhibition in LC neurons that gives rise to
oscillations (Ennis and Aston-Jones, 1986), we omit these
currents from our model. Finally, all neurons within our
system receive an excitatory drive constructed independently
for each cell as a Poisson process of incoming spikes from
outside the LC, in accordance with the experimentally
observed dynamics of external excitation impinging upon
the neonatal rat LC (Cherubini and North, 1988). We measure
the oscillatory behavior of our network by computing the
Fourier transform of the simulated local field potential (LFP),
which we compute as the average membrane potential of all
neurons within the network. A schematic of our model is
shown in Fig. 1. Details of the model, and experimental
justification of network parameter choices, are given in the
Methods.

2.1. Neonatal LC dynamics (up to P8)

We begin by assessing the necessity of both gap junctions
and synaptic inhibition for generating synchronized oscilla-
tions within our neonatal LC model. As shown in Fig. 2A,
synaptic inhibition alone (without electrical coupling among
cells), is unable to either synchronize network cells or yield
oscillatory behavior in a single neuron (the lack of synchrony
can be seen in the spike raster in the left panel of Fig. 2A and
the Fourier transform of the network's LFP in the right panel,
while the lack of oscillatory behavior in a single neuron is
evident from the plot of a sample neuron's membrane
potential in the middle panel). Without gap junctions, the
noisy excitatory drive yields random, sporadic spiking, and
due to the extensive synaptic connectivity of the network, at
any given moment in time each neuron receives a constant
mean level of inhibition corresponding to the steady-state
firing rate of the network. Fig. 2B shows network behavior in
the presence of gap junction coupling but with synaptic
inhibition removed from the model – gap junctions suffice
to synchronize neuronal spiking, but cannot generate a net-
work oscillation. As a consequence of electrical coupling,
production of one or a few spikes results in a synchronous
burst of network spikes, and hence network spikes occur in
coincident bursts; however, the time between bursts is ran-
dom, determined by the fluctuations in the noisy excitatory
drive impinging upon neurons. The presence of both elec-
trical and chemical coupling, however, yields both network
synchrony as well as oscillatory behavior; Fig. 2C (left and
middle) shows network-wide synchrony as well as subthres-
hold oscillations in a sample neuron, with the oscillation
frequency given by �0.4 Hz (as seen in the peak of the LFP
power spectrum in the right panel), which is concordant with
experiment (Christie, 1997). Gap junctions serve to synchro-
nize neurons across the model LC network, causing neurons



Fig. 2 – Both gap junctions and synaptic inhibition are required to obtain network-wide synchronized 0.4 Hz oscillations and
spiking. Spike rasters (left), membrane potential of a representative network neuron (middle), and power spectrum of the
network's local field potential (right) are shown in three cases: (A) synaptic inhibition remains intact but all gap junctions are
removed; (B) gap junctions remain intact but synaptic inhibition is removed; (C) both gap junctions and synaptic inhibition are
present. P[gap junction coupling]¼1, while P[inhibitory synaptic coupling]¼0.5.
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to produce spikes in simultaneous bursts, and each burst of
spikes results in the activation of inhibitory synapses
throughout the network, yielding network-wide inhibitory
suppression and delaying the next burst of spikes with a
characteristic temporal scale (the persistence time scale of
synaptic inhibition).

If Fig. 3, we show the dependence of the network oscilla-
tion on the strength of inhibitory synapses within the net-
work – we show network behavior when the amplitude of the
postsynaptic inhibitory conductance change induced by a
presynaptic spike is multiplied by 0.5, 0.25, or 0.1. The plots
suggest that as the strength of inhibition is decreased, the
crispness and strength of network oscillations declines (com-
pare the peak sizes of the power spectra in Fig. 3 with the
power spectrum of the standard network in Fig. 2C), while the
network oscillation frequency is minimally affected. Accord-
ingly, Fig. 4 shows that the integrated power in the 0.1–4 Hz
range of the power spectrum of the network LFP decreases
monotonically as the strength of synaptic inhibition within
the network is reduced. Thus, we can conclude that the
strength of synaptic inhibition within the network
determines the amplitude or sharpness of the network
oscillation, while having little impact on the network's
oscillation frequency.

In contrast, the time course of synaptic inhibition directly
determines the oscillation frequency of the network. In Fig. 5,
we show spike rasters of the network in the case of varying
temporal profiles of synaptic inhibition. Fig. 5A shows the
different time courses of synaptic inhibition employed, while
Fig. 5B shows spike rasters from the standard network corre-
sponding to the synaptic inhibition profiles depicted in Fig. 5A
and 5C shows spike rasters corresponding to each inhibitory
profile in the case that gap junctions are permitted instanta-
neous dynamics (i.e., when the input voltage to neuron i from
gap junction-coupled neuron j at time t is given by vj(t), rather
than by vj(t) averaged over the past 50 ms; this simulates fast
somatic gap junctions rather than the slow dendro-dendritic
gap junctions observed in the rat LC).

Fig. 5 shows, as expected, that as the time course of synaptic
inhibition is shortened, the oscillation frequency of the network
rises – gap junction coupling effects synchronous bursts of
neuronal spikes, and the time course of synaptic inhibition



Fig. 3 – Dependence of network-wide oscillations on the amplitude of the postsynaptic inhibitory conductance change elicited
by a presynaptic spike. Spike rasters (left), membrane potential of a representative network neuron (middle), and power
spectrum of the network's local field potential (right) are shown when the amplitude of synaptic inhibition is set to (A) 0.5, (B)
0.25, or (C) 0.1 times its standard value. P[gap junction coupling]¼1, while P[inhibitory synaptic coupling]¼0.5.
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Fig. 4 – Dependence of network-wide oscillations on the
amplitude of the postsynaptic inhibitory conductance change
elicited by a presynaptic spike. The figure shows integrated
power in the 0.1–4 Hz range of the network local field potential's
power spectrum as a function of the amplitude of synaptic
inhibition (represented as the factor multiplied by the standard
value). As inhibitory amplitude decreases, the oscillatory
tendency of the network declines. P[gap junction coupling]¼1,
while P[inhibitory synaptic coupling]¼0.5.
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determines the temporal length of network quiescence induced
by each spike burst, giving rise to synchronous bursts with a
characteristic interburst interval. However, Fig. 5B and C shows
that the temporal dynamics of electrical coupling play a role in
the effectiveness of gap junctions in synchronizing network cells.
For a low network oscillation frequency of �0.3 Hz (i.e., a long
time course of synaptic inhibition), either slow or fast gap
junctions are able to synchronize neurons and yield network-
wide oscillations (left panels). For high network oscillation
frequencies of �2.5–3 Hz (i.e., short inhibitory time courses),
gap junctions must enforce network-wide synchrony over a time
scale considerably shorter than the temporal length of synaptic
inhibition in order for synchronized network oscillations to
emerge – slow gap junctions, due to their �50ms dynamics,
are unable to synchronize cells over such short time scales, and
hence cannot give rise to synchronized network oscillations,
while fast gap junctions are capable of synchronizing cells over
nearly instantaneous time scales, and so can yield a high-
frequency network oscillation (middle and right panels).

2.2. LC dynamics through development (P8–P21)

From P8 to P21, the oscillation frequency of the rat LC
network rises up to �3 Hz, while the amplitude of the net-
work oscillation declines and gap junctions within the net-
work are progressively pruned and ultimately vanish
(Christie, 1997; Coyle and Molliver, 1977; Christie et al., 1989;
Travagli et al., 1995; Christie and Jelinek, 1993; Williams and
Marshall, 1987; Ishimatsu and Williams, 1996; Groves and



Fig. 5 – The network-wide oscillation frequency is determined by the time course of synaptic inhibition. (A) Time course of the
postsynaptic inhibitory conductance change elicited by a presynaptic spike. (B) Spike rasters corresponding to the various
inhibitory time courses in the case of normal (slow) gap junctions. (C) Spike rasters corresponding to the various inhibitory
time courses in the case of fast (instantaneous) gap junctions. Slow gap junctions are capable of yielding network-wide
oscillatory synchrony for low oscillation frequencies (left column) but have difficulty synchronizing the network on short
oscillatory time scales (right columns). Fast gap junctions can yield network-wide oscillatory synchrony for all oscillation time
scales. P[gap junction coupling]¼1, while P[inhibitory synaptic coupling]¼0.5.
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Wilson, 1980). Our results above suggest that modifying the
temporal profile of synaptic inhibition cannot account for the
rising oscillation frequency of the rat LC from P8 to P21, since
the rat LC contains slow dendro-dendritic synapses (Christie,
1997; Christie et al., 1989; Travagli et al., 1995), which our
results suggest are unable to synchronize LC cells on short
enough time scales to allow for a network oscillation period
of less than �500 ms. However, we now show that random
gap junction pruning is able to account for the experimentally
observed changes in LC behavior in the P8–P21 period.

Whether neuron i is coupled to neuron j is determined by a
randomly generated number between 0 and 1 – if this random
number is less than the gap junction coupling probability of the
network, neurons i and j are coupled, otherwise they are not.
Reductions in the gap junction coupling probability of the net-
work are effected by decreasing the gap junction coupling
probability of the network while keeping the same random seed
for the simulation; this causes the same random numbers to be
generated, with the only difference being a decrease in the
threshold required for two neurons to lack electrical coupling.
Once the (fixed) random number generated for neurons i and j is
greater than this threshold, the gap junction between neurons i
and j is eliminated. Hence, this scheme corresponds to reductions
in the gap junction probability of the network yielding progressive
elimination of gap junctions within the network while maintain-
ing the remaining network architecture (as would be expected of
progressive gap junction pruning within the rat LC).

In Fig. 6, we depict network behavior for various values of the
gap junction coupling probability of the network; left panels show
the network spike raster, middle panels plot the membrane
potential of a representative network cell, and right panels show
the power spectrum of the network LFP. A coupling probability of
0.8 (as opposed to the neonatal all-to-all coupling) causes the
frequency of the network oscillation to rise to �0.7 Hz (from the



Fig. 6 – Effect of gap junction pruning on network oscillations. Spike rasters (left), membrane potential of a representative network
neuron (middle), and power spectrum of the network's local field potential (right) are shown as gap junctions are pruned. Gap
junction pruning is simulated by reducing the probability of gap junction coupling within the network; results are shown for gap
junction coupling probabilities of (A) 0.8, (B) 0.4, (C) 0.2, (D) 0.1. As gap junctions are pruned from a coupling probability of 1 to 0.1,
the network oscillation frequency increases from �0.4 to �3 Hz, while oscillatory power appears to decrease (note crispness of
oscillations in spike rasters and peak sizes in power spectra). P[inhibitory synaptic coupling]¼0.5 in all cases.
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neonatal frequency of �0.4 Hz), while a coupling probability of
�0.4 entails a further rise in the oscillation frequency to �1.2 Hz,
and coupling probabilities of 0.2 and 0.1 yield further increases in
the network oscillation frequency to �2 Hz and �3 Hz, respec-
tively. Furthermore, the crispness of the network oscillation
declines as gap junction coupling is reduced, as evident from
the plots of sample neurons from networks with a coupling
probability of 1 (Fig. 2C) down to a coupling probability of 0.1
(Fig. 6); the subthreshold membrane potential oscillations, as well
as the oscillations in the net synaptic inhibitory current received
by a neuron, decrease in magnitude and sharpness with reduc-
tions in gap junction coupling probability. The reduction in the
amplitude of the network oscillation as gap junctions are pruned
is quantified in Fig. 7 – it shows that the integrated power in the
0.1–4 Hz range of the power spectrum of the network LFP declines
as the frequency of the network oscillation increases (or, alter-
natively, as the gap junction coupling probability of the network is
reduced).
How does progressive elimination of gap junctions lead to a
rise in the global oscillation frequency while causing a decline
in the amplitude of the network oscillation? With extensive
(all-to-all) gap junction coupling, the direct electrical intercon-
nectedness of the entire network yields global synchrony –

when one neuron fires, gap junction coupling leads to all or
most neurons firing simultaneously, which in turn causes
delivery of synchronous, potent, and nearly identical synaptic
inhibition to all network neurons. Hence, all network cells are
suppressed for a prolonged period of time that is determined
by the temporal dynamics of inhibitory synapses (several
seconds), and the next network-wide synchronous burst occurs
once the global inhibitory drive relents. With gap junction
coupling reduced slightly, a single neuron reaching spike
threshold is unable to drag the membrane potential of all
neurons to threshold – rather, a single neuron reaching spike
threshold causes a subset of network cells to follow suit,
yielding a synchronous burst of spikes from a subset of
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frequency as gap junctions are pruned. The figure shows
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frequency corresponds to a gap junction coupling probability as
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gap junctions are pruned and network oscillation frequency
rises, the amplitude of the network oscillation decreases. P
[inhibitory synaptic coupling]¼0.5 in all cases.
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network neurons. Since only a subset of network neurons
participate in the burst, the synaptic inhibition delivered to
the entire network is not homogeneous – some cells receive
more and some receive less inhibition, and a neuron that
receives less inhibition is able to spike sooner, and (due to gap
junctions) this neuron reaching spike threshold drags another
subset of susceptible neurons to threshold, yielding the next
synchronous spike burst. As a consequence of the nonhomo-
geneous synaptic inhibition produced by the initial spike burst,
the next synchronous spike burst occurs after a shorter period
of time than in the case of homogeneous inhibition when
coupling is all-to-all, resulting in a higher network oscillation
frequency. Moreover, since each spike burst results in reduced
amplitude and less homogeneous network-wide inhibition, the
magnitude of the network oscillation declines. As gap junctions
are further pruned, this effect becomes progressively more
prominent – the number of neurons participating in a spike
burst declines, and each spike burst delivers a lower amount of
less homogeneous inhibition to the network, allowing the next
spike burst to occur with a diminishing interburst period and a
declining network oscillation amplitude. Thus, progressive gap
junction pruning causes the global oscillation frequency to rise
(from 0.4 to 3 Hz) and the amplitude of the network oscillation
to decrease; once gap junctions are eliminated entirely, the
network oscillation vanishes.

2.3. Excitation and gap junctions

In our model, we include chemical synapses of only the
inhibitory variety; however, in the neonatal rat LC, there are
both inhibitory chemical synapses (mediated via α2 adrenergic
receptors) as well as excitatory chemical synapses (mediated
via α1 adrenergic receptors), with excitatory synapses
vanishing during the P8–P21 developmental period (Williams
and Marshall, 1987). While our results indicate that inhibitory
synapses (along with gap junctions) are sufficient to account
for LC physiology through early development, it is possible
that a changing level of excitation within the rat LC during the
P8–P21 period plays a role in LC dynamics. In this section, we
therefore examine the relationship between excitation within
our model and the ability of electrical coupling to generate
network synchrony and oscillations.

In Fig. 8, we show spike rasters from our network in which
the gap junction coupling probability is fixed at 0.5 but the
amplitude of the noisy excitatory driving current delivered to
neurons within the network is varied (cases in which the
excitatory driving current has 1, 2, 3, 4, and 5 times its
standard amplitude are shown). At the standard excitatory
current amplitude, oscillations are fairly crisp and the net-
work oscillation frequency is �0.9 Hz. As the excitatory
current amplitude is increased from its standard value to
five-fold its standard value, the network oscillation frequency
rises slightly (up to a maximum value of �1.5 Hz at four-fold
the standard value of the excitatory current amplitude), while
the sharpness of the global network oscillation diminishes
(increasing the amplitude of excitation causes network beha-
vior to exhibit periods synchrony and oscillations inter-
spersed with periods of asynchrony, with the relative length
of asynchronous periods increasing with the level of excita-
tion). At five-fold the standard value of the excitatory current
amplitude, excitation overwhelms the ability of electrical
coupling to synchronize cells, and the tendency of the net-
work to globally oscillate vanishes. In the bottom right panel
of Fig. 8 we show the oscillatory power of the network (the
integrated power in the 0.1–4 Hz range of the power spectrum
of the network LFP) as a function of the amplitude of the
strength of the excitatory drive (labeled on the abscissa as the
factor multiplying the standard excitatory current amplitude)
– as the strength of the excitatory drive is increased, the
global oscillatory tendency of the network decreases
monotonically.

Thus, increasing excitation within the network leads to a
decline in synchrony and oscillations. However, we find that
it is not the level of excitation per se that determines the
strength of the network oscillation; rather, it is the ratio of
excitation to gap junction coupling (or strength) within the
network that determines the strength of oscillations. In the
left and middle panels of Fig. 9, we show spike rasters from
the network in which the excitatory drive is set to four- and
five-fold its standard amplitude, but with the probability of
gap junction coupling within the network increased (from 0.5)
to 0.65 and 0.75, respectively, in the two cases. With more
widespread gap junction coupling, the network oscillation
appears to remain crisp and relatively large in magnitude
despite the increased level of excitation, while the frequency
of the network oscillation changes little (compare with top
left panel of Fig. 8). In the right panel of Fig. 9, we take a gap
junction coupling probability of 0.5 with the standard excita-
tory driving current to be a reference case, and we compute
the oscillatory power of the network in the reference case as
the integrated power in the 0.1–4 Hz range of the power
spectrum of the network LFP. As we increase the strength
of the excitatory drive (the abscissa shows the factor by



Fig. 9 – Gap junction coupling can be increased to compensate for increased excitation delivered to the network in order to
maintain the network's oscillatory power, relative to a gap junction coupling probability of 0.5 (oscillatory frequency of
�0.9 Hz) with standard parameters (i.e., normal excitation amplitude). Integrated power of the network local field potential's
power spectrum in the case of 0.5 gap junction coupling probability and normal excitatory amplitude is 0.0067. Left: Spike
raster when the excitatory amplitude is multiplied by 4 with the probability of gap junction coupling increased to 0.65
(integrated power¼0.0066). Middle: Spike raster when the excitatory amplitude is multiplied by 5 with the probability of gap
junction coupling increased to 0.75 (integrated power¼0.0067). Right: Gap junction coupling probability required to maintain
an oscillatory power of �0.0067 for varying levels of the amplitude of excitation. In all cases, the network oscillation
frequency remains between 0.9 and 1.5 Hz. P[inhibitory synaptic coupling]¼0.5 in all cases.

Fig. 8 – Dependence of network oscillations on the amplitude of the noisy excitatory driving current delivered to network
neurons. The probability of gap junction coupling is fixed at 0.5, corresponding to an oscillation frequency of �0.9 Hz with
standard parameters (top left panel). As the amplitude of the excitatory driving current is increased, the oscillation frequency of
the network increases slightly (up to �1.5 Hz) while the oscillatory tendency of the network decreases and disappears for
high levels of excitation (note crispness of oscillations in spike rasters and the integrated power in the 0.1–4 Hz range of the
network local field potential's power spectrum for varying levels of excitation). P[inhibitory synaptic coupling]¼0.5 in
all cases.
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which the standard excitatory strength is multiplied) we plot
on the ordinate the probability of gap junction coupling
required to maintain the same oscillatory power as in the
reference case. Fig. 9 indicates that as the level of excitation
within the network is increased, the prevalence of electrical
coupling within the network must rise in order to maintain
the same network oscillation strength. In other words,
increases in excitation can be compensated for by corre-
sponding increases in gap junction coupling to maintain the
network in the same oscillatory state. This result is
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consistent with those of Alvarez et al. (2002), in which the
authors construct a model of two neurons that are coupled by
gap junctions and each of which receives an external excita-
tory driving current, and showed that strong gap junctions
can synchronize the two neurons for high or low levels of
excitation, while weak electrical coupling can synchronize
the two neurons when firing rates are low but not when firing
rates are high.

Within the rat LC, excitatory α1 receptor-mediated excita-
tory synapses dwindle and disappear during the P8–P21
developmental period (Williams and Marshall, 1987), presum-
ably leading to a declining level of reverberant excitation
within the LC network during this period. There is also
progressive gap junction pruning within this period, leading
to a rise in oscillation frequency as well as a decrease in the
amplitude of the global oscillation. Within the rat LC, there-
fore, the function of diminishing excitation within the P8–P21
period may be to allow for a less precipitous drop in network
oscillatory strength as gap junctions are successively elimi-
nated while still allowing an increase in the network oscilla-
tion frequency (due to gap junction pruning).
3. Discussion

In this work, we construct a biophysical model of the
neonatal rat LC and model the changing physiology of the
rat LC through early development (the P8–P21 period). Our
neonatal LC model contains slow synaptic inhibition as well
as extensive slow gap junction coupling, and we show that
these features are sufficient to produce the experimentally
observed low-frequency synchronized oscillations in the
neonatal rat LC (Christie, 1997). We show that random gap
junction pruning within our model is able to account for the
evolving physiology of the rat LC from P8 to P21 – namely, the
increase in network oscillation frequency up to �3 Hz and
the decrease in the amplitude of the network-wide oscillation
(with subsequent disappearance of global synchrony)
(Christie, 1997). Furthermore, we show that, for a given level
of gap junction coupling, the time course of synaptic inhibi-
tion determines the frequency of the network oscillation
while the strength of the network oscillation decreases as
the level of excitation within the network is increased.

3.1. Model parameters

We make several simplifications in our model in service of
computational efficiency, though our model parameters are
chosen to remain consistent with available experimental
data (see Experimental procedures for details). Rather than
explicitly rendering a separate dendritic compartment to
simulate the dendro-dendritic gap junctions found in the
neonatal rat LC, we include a single compartment and
replicate the slow time course of dendro-dendritic gap junc-
tions by sending a time-averaged electrical potential from
one neuron to a recipient neuron through the gap junction
coupling term; we find that this scheme for emulating
dendritic electrical coupling yields similar results to explicitly
modeling a separate dendritic compartment. Moreover, we
use an integrate-and-fire neuron model rather than a spiking
neuron model to simulate individual LC neurons, which
means that action potential transmission through gap junc-
tions is neglected (since spikes are not explicitly rendered in
an integrate-and-fire model). However, in the neonatal rat, LC
action potentials (which occur over �2 ms) are too fast to be
transmitted through slow dendritic gap junctions (Christie,
1997), which justifies neglecting spike transmission through
gap junctions in our model. Finally, we do not incorporate the
Ca and Ca-dependent K currents found in neonatal LC
neurons within our model, since experimental data suggest
that synaptic mechanisms are sufficient to generate the post-
activation inhibition observed in LC neurons (Ennis and
Aston-Jones, 1986), and our purpose in this work is to
investigate the changing oscillatory properties of the LC
rather than the details of individual neuronal dynamics.
Additionally, the physiological effect of intrinsic currents is
likely to prevent an individual LC neuron from emitting
several spikes in rapid succession, and in our model auto-
inhibition (a neuron is able to synaptically inhibit itself
Christie, 1997; Egan et al., 1983; Groves and Wilson, 1980;
Ennis and Aston-Jones, 1986) produces this dynamical effect.

3.2. Other models

The mechanism of generating synchronized oscillations in
our neonatal LC model (with all-to-all gap junction coupling)
has some similar features to the interneuron gamma (ING)
mechanism of synchronization via inhibitory interneurons,
in which a chance event in which inhibitory cells spike
together leads to network-wide synchronized inhibition,
delaying network spiking until the inhibition decays and
yielding a more synchronous burst of spikes once the inhibi-
tion has subsided, leading to progressive synchronization. In
the ING mechanism, the period of the oscillation is deter-
mined by the firing rate of the inhibitory cells, and the ING
mechanism is effective at yielding synchronized oscillations
only when the decay time of synaptic inhibition matches the
period of the oscillation (Tiesinga and Sejnowski, 2009). In our
model, because of gap junction coupling, the inhibitory cells
synchronize even without inhibition (i.e., if the amplitude of
synaptic inhibition is set to 0) and in the presence of strong
inhibition the decay time of synaptic inhibition serves to set
the period of the oscillation by quieting all network cells for a
characteristic period of time after each synchronous spike
burst. Thus, the presence of gap junctions in our model
allows for synchronized oscillations over a much wider range
of frequencies (with the time course of inhibition determin-
ing the oscillation period) than in the ING mechanism.

The relationship between electrical coupling and neuronal
synchrony has been examined in some detail by other
investigators. In Dodla and Wilson (2013) and Chow and
Kopell (2000), the authors carry out mathematical analyses
of a pair of electrically coupled neurons and study the effects
of gap junction coupling on the existence and stability of
phase-locked states within the two-neuron system. In
Alvarez et al. (2002) the authors construct a model of two
LC neurons coupled via dendritic gap junctions and driven by
external currents, and the investigators show computation-
ally that strong gap junctions can synchronize the two
neurons for all firing frequencies, while weak electrical
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coupling can synchronize the two neurons when firing rates
are low but not for high firing rates; this result is borne out in
our larger LC model, since in our model the ability of gap
junctions to synchronize the network depends on the ratio of
the strength of excitation to gap junction efficacy (too high a
ratio hinders the ability of gap junctions to synchronize the
network – see Section 2.3). Other studies have examined
synchronization in networks of electrically coupled neurons
(Latorre et al., 2013; Medvedev and Zhuravytska, 2012a, 2012b)
and the role of LC gap junctions in behavioral tasks (Usher
et al., 1999).

The addition of synaptic inhibition, however, can yield
different dynamical behavior. Several studies (Lewis and
Rinzel, 2003; Lewis, 2003; Bem and Rinzel, 2004; Nomura
et al., 2003) mathematically analyze a pair of neurons coupled
via gap junctions and inhibitory chemical synapses, showing
that a combination of chemical and electrical coupling can
yield both synchronous and antisynchronous stable states.
These results provide a small-scale analog to the behavior of
our larger LC model within the context of gap junction
pruning – as gap junctions are pruned within our model,
the network exhibits stable steady-state behavior consisting
of oscillating out-of-phase clusters of LC neurons. Other
studies have examined the properties of networks of neurons
connected via gap junctions and synaptic inhibition (Juan
Gao and Holmes, 2007; Guo et al., 2012; Kopell and
Ermentrout, 2004; Skinner et al., 1999; Traub et al., 2001;
Gutierrez et al., 2013). In Guo et al. (2012) and Kopell and
Ermentrout (2004) the authors find that gap junctions are
more effective at generating tight synchrony than synaptic
inhibition, which is consistent with the behavior of our model
(compare Fig. 2A and B), and in Traub et al. (2001) the
investigators show that even modest electrical coupling can
stabilize global gamma oscillations in networks of inhibitory
interneurons – similar behavior is seen in our model, since
both gap junctions and synaptic inhibition are needed in our
network in order for synchronized oscillations to emerge (see
Fig. 2).

To our knowledge, however, the unique dynamics of the
evolving infant LC network (the rising network oscillation
frequency, decreasing global oscillation amplitude, the pre-
sence of slow dendro-dendritic gap junctions with slow
synaptic inhibition, and gap junction pruning) have not
received detailed examination in prior work. In this study,
we investigate the specific architecture and physiology of the
infant LC network and the changes in the dynamical behavior
of the infant LC through the early developmental period. We
propose mechanisms for evolving LC dynamics, and we
examine the dependence of LC behavior on network para-
meters in a biophysically realistic infant LC model.

As discussed in the Introduction, the LC appears to play a
central role in modifying sleep–wake switching behavior
through early development. The LC interacts with mutually
inhibitory sleep-active and wake active populations and
causes the wake bout distribution to transform from expo-
nential to power law-like during the P8–P21 period. We are
currently developing a model of mutually inhibitory sleep-
active and wake-active populations (Patel and Joshi, 2014),
and in future work, we will couple our model of mutually
inhibitory sleep-active and wake-active populations with the
LC model presented in this paper in order to assess the
physiological mechanisms by which the LC influences the
infant sleep–wake circuit during the P8–P21 period.
4. Experimental procedures

Our rat LC model consists of 120 integrate-and-fire neurons
coupled via weak dendritic gap junctions and inhibitory α2
receptors (since spikes are too fast to be transmitted via slow
dendritic gap junctions, explicit modeling of the spiking
mechanism is unnecessary). For the standard neonatal LC
model, gap junction coupling is random with a coupling
probability of 1 between any two neurons, and inhibitory
synaptic coupling is random with a probability of 0.5 of a
synapse between any one neuron and another. Additionally,
neurons are self-coupled (each neuron is capable of inhibiting
itself, as observed experimentally) (Christie, 1997; Egan et al.,
1983; Groves and Wilson, 1980; Ennis and Aston-Jones, 1986).
In simulations where the probability of gap junction coupling
is varied, this is achieved by mimicking the physiological
process of gap junction pruning. Whether neuron i is elec-
trically coupled to neuron j is determined by a randomly
generated number between 0 and 1 – if this random number
is less than the gap junction coupling probability of the
network, neurons i and j are coupled, otherwise they are
not. Reductions in the gap junction coupling probability of
the network are effected by decreasing the gap junction
coupling probability of the network while keeping the same
random seed for the simulation; this causes the same ran-
dom numbers to be generated, with the only difference being
a decrease in the threshold required for two neurons to lack
electrical coupling. Once the (fixed) random number gener-
ated for neurons i and j is greater than this threshold, the gap
junction between neurons i and j is eliminated. Hence, this
scheme corresponds to reductions in the gap junction prob-
ability of the network yielding progressive elimination of gap
junctions within the network while maintaining the remain-
ing network architecture. We chose this method in order to
simulate the biological process of gap junction pruning;
however, we note that this pruning process is not necessary
to obtain the results in this paper – similar results are seen if,
when going from a gap junction coupling probability of p1
to p2 ðop1Þ, gap junction coupling is generated anew with
probability p2 rather than undergoing the pruning process
described above.

The membrane potential of neuron j within the LC model
is governed by integrate-and-fire dynamics:

dvj
dt

¼ �gL vj�EL
� ��gj tð Þ vj�Ei

� ��X
k

gc vj� v̂k
� �þ ij tð Þ; ð1Þ

v̂k tð Þ ¼ 1
50

Z t

t�50
vk sð Þ ds; ð2Þ

vjðtÞZ1⟹ vjðtÞ ¼ 0: ð3Þ

The model is a modification of a reduced dimensional
integrate-and-fire model of a cortical cell (Tao et al., 2004).
vj(t) is the nondimensional membrane potential, EL¼0 is the
nondimensional leak potential, and Ei ¼ �2:67 is the non-
dimensional reversal potential for synaptic inhibition
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(calculated using the reversal potential of �104 mV of Kþ

channels opened via α2 receptor-mediated synaptic inhibition
in LC neurons) (Egan et al., 1983). gL¼0:05 ms�1 is the leak
conductance, and gj(t) is the synaptic inhibitory conductance.
A spike is recorded for neuron j and vj(t) is reset to the resting
potential EL when vj(t) crosses the spiking threshold of 1.

A presynaptic spike leads to a change in gj(t) modeled as
an alpha function with a long time course (Egan et al., 1983); if
there are a total of nj presynaptic spikes to neuron j with the
rth spike occurring at time tj

r, then the inhibitory conductance
of neuron j is given by

gjðtÞ ¼
Xnj
r ¼ 1

grj ðtÞ where ð4Þ

grj tð Þ ¼ 0 totrj
� �

; grj tð Þ ¼A
t�trj
τ

e�ðt� trj Þ=τ tZtrj
� �

: ð5Þ

A describes the amplitude of synaptic inhibition, with a
standard value of A¼0.3. In simulations where the strength
of synaptic inhibition is multiplied by a factor h, this is
achieved by multiplying A by h. The standard value for the
time course of synaptic inhibition is given by τ¼ 100 ms. In
simulations where the time course of synaptic inhibition is
varied, τ is modified.

The third term in the membrane potential equation
represents gap junction coupling, with the sum taken over
all neurons electrically coupled to neuron j. gc¼0:045 ms�1 is
the gap junction conductance, which is set at a value �ten-
fold larger than the conductance for a neonatal rat LC gap
junction calculated using the strength of gap junction cou-
pling between LC neurons observed experimentally. In the rat
LC, a �100 mV potential change in one neuron leads to a
�2 mV change in a gap junction coupled neuron (Christie
et al., 1989; Travagli et al., 1995).

The connection between physiological gap junction
strength and gc in our model is derived as follows. Consider
an integrate-and-fire model for a neuron electrically coupled
to a single other neuron whose membrane potential is fixed
at a value α; this corresponds to equation 1) with gjðtÞ ¼ 0,
k¼1, v̂1 ¼ α, and ijðtÞ ¼ 0. Suppose vð0Þ ¼ EL ¼ 0. Neglecting
spiking, this is simply a first order linear equation that we
can solve explicitly for vj(t). The limt-1vjðtÞ tells us the steady
state value that vj(t) will approach when gap junction coupled
to a neuron with a constant membrane potential given by α.
Since in the actual rat LC, a 100 mV change in a neuron leads
to a 2 mV change in a gap junction-connected neuron, or in
other words a change in the membrane potential of a neuron
causes a 50-fold smaller change in the membrane potential of
a gap junction-connected neuron, we set limt-1vjðtÞ ¼ α=50
and we solve for the gap junction conductance gc required for
the steady state value of vj(t) to be 1=50 th that of α, and we
obtain gc ¼ � 0:001. Hence, if vj(t) starts at rest and is gap
junction coupled to a neuron set at membrane potential α,
then a gap junction conductance of gc ¼ � 0:001 will cause
vj(t) to change by 1=50 th of α. Gap junction conductance is set
at a larger value in our model (gc¼0.045) in order to prevent a
precipitous drop in network oscillatory power as gap junc-
tions are pruned – since our network is scaled down (120
neurons versus 1500 in the actual rat LC), gap junction
pruning within our network would cause a more rapid
decline in the effectiveness of electrical coupling than would
be observed in the rat LC if we did not increase the strength of
individual gap junctions. For our neonatal rat LC model (i.e.,
the model presented in this paper in the case that gap
junction coupling is all-to-all), a ten-fold decrease in the
gap junction conductance yields similar results to those
presented.

In our model, we average the input membrane potential of
a neuron k electrically coupled to neuron j over the past 50 ms
in order to mimic the slow time scale of dendro-dendritic gap
junctions within the LC, and the lack of explicit spiking in the
integrate-and-fire model automatically simulates the fact
that spikes are too fast to be transmitted via slow dendritic
gap junctions (Christie et al., 1989). We find that this scheme
for emulating dendro-dendritic gap junctions yields similar
behavior to explicitly rendering a separate dendritic
compartment.

ij(t) is a noisy excitatory current, modeled as a Poisson
process of spikes arriving from outside the LC. Incoming
spikes arrive at a Poisson rate of B spikes/ms, and each
incoming spike causes a jump in ij(t) of C ms�1, with
exponential decay governed by a 50 ms time constant, in
accordance with the experimentally observed dynamics of
outside excitatory inputs impinging upon infant rat LC
neurons (Cherubini and North, 1988). Standard values for B
and C are given by B¼1 and C¼0.0015. In simulations where
the strength of excitation is multiplied by a factor h, this is
achieved by multiplying both the values of B and C by

ffiffiffi
h

p
.

We find that the results presented in this paper are robust
over an ensemble of randomly connected networks (the
specific randomly generated architecture employed in this
paper is not needed to obtain the results shown). In order to
obtain the results presented in this paper, the parameters
must be chosen such that inhibition within the network is
strong (relative to excitation), that the time scale of synaptic
inhibition is long enough to ensure that oscillations have a
low frequency (in the presence of extensive gap junction
coupling), and that electrical coupling (when extensive) must
be sufficient to generate network-wide synchrony. Further-
more, the probability of inhibitory coupling can be varied
from �0.1 to 1.0 without changing qualitative network
behavior, though inhibition must be strengthened as the
probability of inhibitory coupling is lowered (coupling must
simply be sufficient to yield a potent inhibitory drive that
pervades the network).

Each simulation is run for a total time of 60 s using the
explicit Euler method with a time step of 0.1 ms. The local
field potential of the network is computed as the average
membrane potential of all neurons within the network. The
power spectrum of the local field potential is computed over
55 s (from 5 s to 60 s) in order to allow the initial transient
behavior of the network to decay.
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